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Why did we start the M-PREF workshop 
series? 

Ulrich Junker 
 

A personal flashback as M-PREF 2023 closing remarks: what have been the original motivations 
for the M-PREF workshop series and do they remain valid in the age of ML? 
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Discovery of preferences for AI 
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No preferences in early AI 

Early AI problem solvers explored a search space and made multiple choices. 

They used heuristics to explore promising choices first, but not explicit preference models. 

Already before AI, preference models have been studied in economics, psychology, and 
philosophy as a means to explain and predict human choice behavior. 

So why not using them in a model of intelligence, which covers problem solving and decision 
making? 

Decision Making Problem Solving
Small set of known alternatives Large set of unknown alternatives
Single choice Multiple choices (one per sub-goal)
Comparing alternatives is the difficulty Finding an alternative is the difficulty
Preferences determine best solution Goals determine good enough solution
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Goal-based AI turned into knowledge-based AI 

This led to the discovery of several problems when modeling commonsense & legal reasoning. 

It turned out that even basic human knowledge is logically inconsistent and only valid by default. 
Humans are able to deal with these inconsistencies and know which defaults to retract: 

-	 Taxonomic reasoning: more specific defaults (Tweety can’t fly since it is a penguin) 
override more general defaults (Tweety can fly since it is a bird). 

-	 Temporal reasoning: laws of inertia (“frame axioms”) for earlier actions have priority 
over laws of inertia for later actions. 

-	 Fault diagnosis: correctness assumptions are preferred to fault assumptions. 
-	 Legal reasoning: US laws with higher authority have precedence over US laws with 

lower authority, even if the latter are more recent. 

Commonsense and legal reasoning need preferences to eliminate meaningless interpretations 
of knowledge in logical form and to specify which defaults to retract! 
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Second AI winter shifts from inference to solution finding 

The focus now is on choosing a solution of a problem or a model of a theory. This is much closer 
to rational decision making than the original AI. But the alternatives may be complex and difficult 
to compute as illustrated by these examples: 

-	 Prioritized defaults: choose a set of non-conflicting default rules according to a 
lexicographical preference order. 

-	 Constraint optimization: choose a solution of hard constraints that maximizes some 
objective. 

-	 Planning and Scheduling: choose a shortest plan or schedule. 
-	 Markov decision processes: choose an optimal policy. 
-	 Machine learning: choose a classifier that minimizes loss. 

All these formalisms use some kind of preference order among solutions to specify which 
solutions in large solution spaces are interesting. 
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Challenges for preferences in AI 
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General framework for decision making  

The following framework can easily be applied to AI problem solving tasks by choosing the 
solution space of the problem as set of alternatives. For this reason, the alternatives may be 
complex objects such as CSP solutions, models of logical theories, or MDP policies: 

-	 Alternatives: the decision space  A contains the alternatives. It may be infinite and 
defined in intensional form. It is usually difficult to compare the alternatives directly. 

-	 Criteria: one or more criteria  z :i A → Zi are mapping the decision space  A to a 
criteria space  Z × … × Z1 n and allow for a meaningful comparison of alternatives in 
terms of their criteria values. The mapping may be deterministic or probabilistic. 

-	 Preferences: one or more (partial) preference relations  ≿1, … , ≿k  over the possibly 
combinatorial criteria space  Z  capture the preferences of the decision makers. 

Decision-making problem: finding one or all best alternatives. This requires preference 
aggregation in presence of multiple preference relation. 
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New problems, new challenges! 

The new kinds of decision-making problems considered in AI and other computational fields 
challenge some assumptions made in decision analysis: 

-	 build the utility function first, then optimize. 
-	 choice of a single utility function. 
-	 qualitative preferences only in elicitation and not in reasoning. 
-	 preferential independence of criteria. 
-	 no importance preferences between criteria. 
-	 limitation to positive preference statements: no negation, disjunction, quantification. 
-	 limited tasks: elicitation, but no learning, explanation, relaxation, and revision of 

preferences. Reasoning with, but not about preferences. 
-	 fixed number of criteria. 
-	 strict ceteris paribus semantics.
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New problems, new potential! 

Preferences are another form of knowledge and can be subject of representation and reasoning: 

Preference representations 

-	 leverage existing AI formalism (logic, constraints, graphical models). 
-	 capture more structure (e.g. importance preferences). 

Reasoning with preferences and about preferences 

-	 drop the separation between building objectives and optimization under preferences. 
-	 reason with incomplete preferences (partial orders instead of total orders). 

Search with preferences, but also through a space of preferences 

-	 move to a completely other part of a large solution space by changing importance 
preferences (kind of Archimedean switch).
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Emergent preference handling formalisms 

These challenges and potential have led to different lines of work for handling preferences in AI, 
which had been carried out independently of each other. Examples are: 

-	 Non-monotonic logics with preferences: this includes default logic allowing for 
reasoning with and about preferences as well as preferred answer-sets for extended 
logic programs. 

-	 Decision-theoretic planning: this includes methods for plan evaluation based on 
expected utility as well as partially observable Markov decision processes. 

-	 Qualitative decision theory: this includes graphical models for representing 
conditional ceteris paribus preference statements such as CP-networks. 

-	 Soft constraints: this includes constraint evaluation frameworks based on semi-rings 
and work on constraint-based configuration with preferences. 

At IJCAI 2001, we gained awareness that there may be an opportunity for an exchange. 
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Establishing preferences as an AI topic  
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Starting a new workshop 

Why to invent the wheel again and again? Let us bring people together! 

-	 We started with a AAAI-02 workshop on Preferences in AI and CP. I could win 
Francesca Rossi, Jim Delgrande, Jon Doyle, and Torsten Schaub as co-organizers.  

-	 We published a special issue of Computational Intelligence on preferences in 2004 
based on the success of this workshop. 

-	 Gianni Bosi, Ronen Brafman, Jan Chomicki, and Werner Kiessling organized a 
Dagstuhl-Seminar on “Preferences: Specification, Inference, Applications” in 2004. It 
was a true multidisciplinary event gathering researchers from databases, AI, 
mathematics, decision science, philosophy who are all interested in the topic of 
preferences. 

Based on the success of this seminar, the participants decided to start a multidisciplinary 
workshop series. Ronen and I were tasked to organize the first one at IJCAI-05. 
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M-PREF design choices 

-	 Multidisciplinary event: facilitate exchange between researchers from different 
fields in AI, OR, and CS who are interested in preferences. This includes 
computational social choice, constraint satisfaction, data-bases, decision-theoretic 
planning, game theory, knowledge representation & reasoning, logic programming, 
machine learning, multi-agent systems, multi-criteria decision making. 

-	 Broad scope: large range of topics, but with a focus on computational methods 
based on clear principles (avoid ad-hoc methods and pure mathematical models). 

-	 Multiplicity of tasks: the term “handling” covers all kinds of computational tasks, 
namely elicitation, learning, modeling, representation, aggregation, and management 
of preferences as well as methods for reasoning about preferences. 

-	 Diverse environment: changing geography and changing host conference. The last 
point was, however, abandoned as most participants came from the AI community.
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New problems, new solutions! 

The M-PREF workshop series provides a forum to discuss new kinds of approaches and to 
increase their visibility:  

-	 optimize under a set of utility functions in incremental preference elicitation. 
-	 multiple preference relations in multi-agent settings and social choice. 
-	 reasoning under qualitative preferences. 
-	 preferential dependence of criteria. 
-	 importance preferences between criteria. 
-	 logical combinations of preference statements: negation, disjunction, quantification. 
-	 new tasks: learning, explanation, relaxation, and revision of preferences. Reasoning 

with and about preferences. 
-	 unbounded number of criteria (e.g. on components of complex systems). 
-	 allow overriding of ceteris paribus preferences by more specific preferences. 
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Which topics have been dominant? 
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Will preferences remain important in AI? 
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Is the DM framework still valid in the age of ML? 

Decision making: explore alternatives, compare them with each other, and choose a best one. 

Machine learning: learn models that shortcut this process based on decisions from the past. 
However, these shortcuts may easily be invalidated by changes in the world: 

-	 Changing alternatives 
-	 Changing criteria 
-	 Changing preferences  

Those changes are shaping the decisions of the future. They will require a complete retraining of 
the ML model, which is costly and may cause more changes in the model than necessary. 

The DM framework can model these changes in a direct way and describe which decisions are 
made under these changes. It thus respects the principle that interesting changes in behavior 
must be expressible in a simple way in (McCarthy, 1958). 
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Which topics might deserve more attention? 

Here are my personal favorites: 

-	 Explanations and preferences: there is more and more work on explaining learned 
preferences, but not so much on explaining decisions in terms of preferences. 

-	 Preference projection from the criteria space to the decision space to help the 
optimization algorithm. Isn’t backprop an example for this? 

-	 Preference-based machine learning: can preferences help with multiple conflicting 
learning objectives and partially known objectives? 

-	 Preference change: preferences are subject of choice as well and these choices may 
change as well. So there are no universal preferences, but there may be universal 
meta-preferences, which govern the revision of preferences. 

-	 Ethics and preferences: the improvements that preference-based systems have for 
human users should not be paid with detriments for human trainers of those systems. 
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Future events on Advances in Preference Handling 

subscribe to newsletter visit web site
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